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3 4. 3 Computation of the Kolmogrov-Sinai's entropy.

· Recall that for a MPS (X
,
B, M,T), the entropy of T wrt H

is defined by

hm(T) = sup t(t, 2) .
where I ranges over all finite partitions of X , and

top(T, 8) : = lim /DTV ... vF(n+(2)
.

Below we give a useful proposition.

Prop. 46. . Let T : X- X be a cts map on
a compact

metric space and that Dn is a sequence of
partitions with diam In- 0. Then

hp(T)=limGu(TE)

The proof of the prop , is based on several lemmas.



Lem 4
. 7. Let X be a compact metric space, and lett

be a Borel prob. measure on X .

Let

G = (G, .... (n)
be a Borel partition of X . Suppose that [Dmbu be
a sequence of partitions such that

diam m : = max diamD -0 as m+O
.

DE Im

Then I partitions &Em, ... ) so that

1. each E is a union of members of Im

2. lim(EC) = 0 for each

pf . Pick compact KI , K, " kn with KitC i and

H(()ki) > 3.

Let S=infd(Ki , Kj) . Consider m such that

diam Dm> *.

Divide the elements DE Em into groups whose

unions are Emm ... E so that Dif



4 ki * 0 . As diamEm*, any DeDm intersects

at most one Ki
. Put a D hitting no Ki in any Em

as you like. Then Em > Ki
,

and

M)E+ (i) = M)() Em) + M)Eim(i)
-> M(Ci(ki) + M(X) ki)

(notice that EX)i)
↓ S + nE

= (n+ )5 .

#

Lem 4. 8 Let X be a compact metric space and MEG(X).
Let sho and G be a finite Bore) partition. There

is 830 such that Hp(G/8) < 9 Whener I

is a partition with diam (5) < 8.

Pf . Let G = [G, ",C) . In Lem 4
.7
,
we have shown

that for any 230 , one could find 820 such that



Whenever & satisfies diam (2) > 8 , then there is

5 = [E,, ..., En)4z
-> (i .e . each E; is a Union

With

M(Ei0(i) > 2. of members in D) .

Now

Hn(G/5) = Hn(G/E)
= [MCEilPl

clearly the expression for Hm(G/9) is a cts function

on H(Ei) and M((j1Ei)

and Vanishes if M((Ei) = Sij M(Ei)·
↑

Siji =[
Hence when G is small,

Hp(G(8) < E,
So Hu(G/2) < 5. I



Pf of prop 4. 6 :

clearly hu(t) = limsuph.

For any partition G ,

h (T, 6) -> [n(T, 2n) + Hu(G(2n) (by Lem4.5)

By Lem 4 .8,

hn(T, G) < liming Gut, DI

Hence

&(t) = Suphm(T,C) a himingh
*

#D



Def . A mapping T: X- X is called expansive

if I [so such that

& (t&, Ths) < < for all 20 = X= Y
.

Prop . 4.9 Suppose T: X-X is a ets transformation
on a compact metric space with expansive

constants
.

then [u(T) = hu (T, 2) Whenever diam S.

Pf . Let Dn : = DvF* v... VFCh-

We claim diam (Dn) -0 ·

To see this
, suppose on the contrary that diam(In)+ 0 .

and
ThenI (MR) +0 , Yup

,
YamEX Sit

. &(XR
,
Ynp) **

↓)) "Yum , TiYmm) < 9 for xi Up+

WLOG
,
assume Xap-X , Yup+ Y.

Then d(X , 3) >S,

d(+"x, +"g)E ,
V i20 = X =Y by expansiveness.



leading to a contradiction.

5.
diam
n-0

,

hu(t) = lim On (T, Dn)

However
, hu(T, In) = hu(T, #) by Lem 4. 5.

Hence

hu(t) = hu(T, 8) .

54.4. Examples.

Consider the left shift W : -I, where I = (1, ...k
**

is the one-sided full shift space .

Then 5 is expansive with constant.

· The one-sided (P,"Pr)-shift over Z= 51, ...,R
*

has entropy-PilogPi.
one-sided

· TheXP) Markov shift has entrops
- PiPij logi




